Bag of words format:

Suppose we have some sentences:

-1 “I think this was the worst movie I’ve seen in my life”
-1 “Direction was okay but the acting was horrible”
-1 “Not my favorite movie but wow not again”
+1 “Wow I think this is my favorite movie
+1 “Amazing direction and acting”

Optional data:
+1 “People here have many negative reviews but no I disagree, it’s a great movie!”

In order to classify this data we first must convert each sentence into a feature vector. We achieve this by having each word in the union of the sentences be a feature. Thus in our data here there are 25 unique words. Thus our new feature space is of 25 dimensions. You can see that by adding more sentences (or data) we would get more words and thus a higher dimensional space.

Let us list each unique word and give them a feature number. 

0 I
1 Think
2 This
3 Was
4 The
5 Worst
6 Movie
7 I’ve
8 Seen
9 In 
10 My 
11 Life
12 Direction
13 Okay
14 But
15 Acting
16 Horrible
17 Not
18 Favorite
19 Wow
20 Again
21 Is
22 Favorite
23 Amazing
24 And

Now I can convert my sentences into feature vectors 

-1 “I think this was the worst movie I’ve seen in my life” becomes
0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

-1 “Direction was okay but the acting was horrible” becomes

[0, 0, 0, 2, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0]

And so we create feature vectors for each sentence.

-1 “Not my favorite movie but wow not again”
+1 “Wow I think this is my favorite movie
+1 “Amazing direction and acting”

Now we are in a position to build a classification model. But we can perform some preprocessing before that. We can normalize the frequencies which can improve downstream classification. 

We can use this model to determine the k most important words by using feature selection on our vectorized data.

Instead of implementing this we would use the vectorize functions in scikit-learn and the nltk (natural language toolkit) to tag words.
